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This study aims to enhance the accuracy of CO₂ level 
forecasts, compare the effi  cacy of diff erent predicti ve 
models, and provide insights for policy development. 
Employing ti me series and regression analysis 
techniques, the study uses historical data from 
global monitoring stati ons (1979- 2022) to model 
the annual mean concentrati on of atmospheric CO2 
The results reveal that the ARIMA (1,1,1) model 
outperforms the simple linear regression model in 
predicti ve accuracy. Nevertheless, the regression 
model came across a technical problem as residuals 
are signifi cantly autocorrelated.   The Augmented 
Dickey-Fuller test was applied to ensure stati onarity 
of the fi rst diff erence of the original series. The 
model was trained using data from 1979 to 2022 and 
validated for 2023.  The errors of the ARIMA(1,1,1) 
was found to be white noise.  The ARIMA model 
projected CO₂ concentrati ons of 419.5, 421.8 and 
424.2 for the years 2023, 2024, and 2025 respecti vely, 
with a percentage error of just 0.048% for the 2023. 
In contrast, the corresponding percentage of error 
for the simple linear regression model was -1.236%. 
These fi ndings underscore the ARIMA model’s 
superior performance in forecasti ng future CO₂ levels 
and its suitability for environmental monitoring and 
climate change miti gati on strategies. This research 
provides a valuable methodological framework for 
future atmospheric science studies and informs 
policy decisions aimed at addressing rising CO₂ 
concentrati ons.
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Introducti on

Each year, human acti viti es release more carbon 
dioxide (CO2) into the atmosphere than natural 
processes can remove, causing a conti nuous increase 
in atmospheric CO2 levels (Schwartz, 2018).  In 2023, 
the global average CO2 concentrati on reached a 
record high of 419.3 parts per million (ppm), marking 
a 50% increase since the pre-Industrial Revoluti on 
era (Lindsey,R. 2024). This dramati c rise is largely due 
to the burning of fossil fuels like coal and oil, which 
release carbon that plants sequestered over millions 
of years (Estes, 2023).  It further highlighted that 
over the past 60 years, the annual rate of increase 
in atmospheric CO2 has been about 100 ti mes faster 
than natural increases observed at the end of the 
last ice age, 11,000-17,000 years ago (NOAA Global 
Monitoring Laboratory, n.d.).

The ocean absorbs a signifi cant porti on of this CO2, 
leading to a drop in pH by 0.1 units, a 30% increase in 
acidity. Despite the natural “sinks” on land and in the 
ocean that absorb about half of the CO2 emissions, 
they cannot keep up with the volume of emissions, 
causing the total atmospheric CO2 to rise annually. 
CO2 is Earth’s most crucial greenhouse gas, absorbing 
and radiati ng heat. Without it, Earth’s natural 
greenhouse eff ect would be too weak to maintain a 
global average surface temperature above freezing. 
The additi onal CO2 is amplifying this eff ect, leading 
to global temperature increases. In 2021, CO2 was 
responsible for about two-thirds of the total heati ng 
eff ect from all human-produced greenhouse gases. 
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Furthermore, CO2 dissolves into the ocean, forming 
carbonic acid and lowering the ocean’s pH, a process 
known as ocean acidifi cati on. 

In the recent past, annual CO2 emissions at 
the internati onal level were examined from various 
perspecti ves by many authors (IPCC, 2023; Vollmer & 
Eberhardt, 2024). Those models are either complex, 
or accuracy was very low. In this paper, a simple model 
is developed to predict annual CO2 concentrati ons 
with high accuracy.

Materials and Methodology 

Secondary data

The data uti lized in this research originate from the 
US Government’s Earth System Research Laboratory, 
Global Monitoring Division, and these datasets 
consist of annual CO₂ concentrati ons in parts per 
million (ppm) from 1979 to 2023 (NOAA Global 
Monitoring Laboratory, n.d.). Data was analysed 
using Minitab and EViews soft ware.  The study 
employed ARIMA models in EViews soft ware and a 
simple linear regression model in Minitab soft ware.

Methodology

A regression model determines the relati onship 
between a dependent variable and independent 
variables. In this research, linear regression uses the 
equati on Y =  + + ε where Y is the dependent 
variable, X is the independent variable,  is the 
intercept,  is the slope and ε is the error term 
(James, Hasti e, & Tibshirani,2013).

The ARIMA model is used for ti me series forecasti ng. 
It combines Autoregression (AR), Diff erencing (I) to 
achieve stati onarity, and a Moving Average (MA). 
ARIMA models are denoted as ARIMA (p,d,q), 
where p is the number of lags, d is the degree of 
diff erencing, and q is the order of the moving average 
(Box, Jenkins, Reinsel, & Ljung, 2015).

Results and Discussion 

Descripti ve Analysis

Figure 01. Descripti ve Stati sti cs of Annual Average 
CO₂ Concentrati on

The annual average CO₂ concentrati on data ranges 
from a minimum of 336.85 ppm to a maximum 
of 417.07 ppm, with a median value of 369.765 
ppm, indicati ng that half of the years have CO₂ 
concentrati ons below this level. The mean annual 
average CO₂ concentrati on is 372.7536 ppm, with 
a standard deviati on of 23.7346 ppm, showing 
moderate variability around the mean. The dataset 
exhibits slight positi ve skewness, with a skewness 
value of 0.2619, and the non-signifi cance of Jarque-
Bera test (p = 0.2497) suggests that the data does not 
signifi cantly deviate from a normality. These stati sti cs 
highlight an overall upward trend in CO₂ levels over 
the years, with occasional higher concentrati on 
outliers.

Fitti  ng a linear regression model

Figure 02 . Annual Average CO₂ Concentrati on 1979-
2022
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Figure 02 clearly shows a simple linear relati onship 
between average CO₂ concentrati on (y) and ti me(t). 
This further justi fi ed by the highly signifi cant 
correlati on between ti me and CO₂ (r = .995, p < 0.05).  
Based on the regression analysis, the fi tt ed model is 
y = -3305.121 + 1.838*t (R2 = 99%).  Thus, it can be 
concluded with 95% confi dence that the fi tt ed model 
explains 99% of the observed variability of average 
CO2. The percentage errors for the training set 
(1979 to 2022) vary between -6.27% and 2.56. The 
percentage error for 2023 is -1.24% (Table 01).  

Table 01. Forecasted Values Using the Fitt ed 
Regression Model

Year Predicted 
value

Actual 
value

Percentage 
error

2023 414.119 419.3 -1.236

2024 415.958 - -

2025 417.796 - -

However, Durbin-Watson stati sti c of 0.656 suggests 
that errors are not random confi rming the fi tt ed 
regression model is stati sti cal not valid and slight 
positi ve autocorrelati on in the residuals. Thus, it is 
necessary to fi nd an alternati ve approach and we 
developed the ARIMA model as described below.

Fitti  ng a Time Series Model

Model Selecti on

The Augmented Dickey-Fuller (ADF) test was applied 
to the data and value was 4.9760 yielding a p-value 
of 1, which is greater than the 0.05 signifi cance level. 
This result indicates that we cannot reject the null 
hypothesis that the series has a unit root, confi rming 
that the CO₂ concentrati on data is non-stati onary. 
This implies that the ti me series has a unit root, and 
its mean and variance are not constant over ti me, 
necessitati ng an appropriate diff erencing method for 
accurate ti me series modelling and analysis.

Due to the non-stati onarity of the original series, 
we consider the fi rst diff erence series. The ADF test 
showed a value of -3.945 and shows that the fi rst 

Table 02.

diff erence series is stati onary, as evidenced by an 
ADF test p-value of 0.0039, which is below the 0.05 
threshold. This confi rms that diff erencing the series 
once eff ecti vely achieves stati onarity, thereby making 
it suitable for further ti me series analysis.

Figure 01:  Correlogram of the Stati onary (First 
Diff erence) Series

According to the correlogram analysis of the 
fi rst diff erence series of the annual average 
CO₂ concentrati on data from 1979 to 2022, the 
Autocorrelati on Functi on (ACF) indicates that the 
1st and 3rd lags are signifi cant, while the others are 
not signifi cant. Similarly, the Parti al Autocorrelati on 
Functi on (PACF) also shows signifi cance at the 1st 
and 3rd lags, with other lags not showing signifi cant 
correlati ons. These fi ndings suggest that there are 
signifi cant autocorrelati ons at these specifi c lags in 
the fi rst diff erence series, which play a key role in 
identi fying MA and AR components in ti me series 
modelling. Thus, the three parsimonious models 
(Table 02) were considered.

Model Identi fi cati on

Table 02. A Comparison of Diff erent Stati sti cs Among the 
Identi fi ed Three Models
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Among those possible models (Table 04), There 
are 3 models with all signifi cant parameters, those 
being ARIMA (1,1,0), ARIMA (0,1,1), ARIMA (1,1,1).  
The lowest values of AIC, SBIC, and HQIC, and the 
maximum log likelihood can be identi fi ed from the 
model ARIMA (1,1,1). Thus, the ARIMA (1,1,1) is the 
best fi tt ed model. The equati on of the best fi tt ed 
model can be writt en as,

Figure 03. ACF and PACF of the Residuals of the Best 
Fitt ed Model 

Based on Figure 04, the Q stati sti c for the residuals’ 
probabiliti es was not stati sti cally signifi cant (p > 0.05). 
This means there is 95% confi dence that the errors 
are random and uniformly distributed. Additi onally, 
the scatt er plot between the predicted values and the 
residuals showed no systemati c patt ern, indicati ng 
that the residuals have a constant variance.

Figure 04. Residual Plot of the Best Possible Model

Since p-value (p = 0.586) is greater than 0.05, we 
can accept H0 at 5% level of signifi cance. Therefore, 
it can be concluded that errors are not signifi cantly 
deviated from normality.

Table 01. Heteroskedasti city Test of the Best 
Fitt ed Model 

Since the p value (0.2094) of heteroskedasti city test 
is greater than 0.05, it can be concluded with 95% 
confi dence that there is no ARCH eff ect. Therefore, 
it can be confi rmed that the variance of the errors is 
Homogeneous. Hence, it can be concluded that the 
residuals of the model are white noise.

Figure 06. Actual and Forecasted Average CO₂ 
Concentrati on

The ti me series forecast demonstrates a strong 
alignment between the predicted and actual 
observed values of annual average CO₂ concentrati on 
from 1979 to 2022. The narrow confi dence intervals 
indicate a high level of certainty in the predicti ons. 
Performance metrics support the model’s accuracy, 
with a low Root Mean Squared Error (0.4980) and 
Mean Absolute Error (0.3754) refl ecti ng minor 

Figure 05. Residual Plot of the Best Possible



310

discrepancies. The Mean Absolute Percent Error 
(0.1018) suggests moderate accuracy. The high 
covariance proporti on (0.9157) and low bias 
(0.00283) and variance (0.0815) proporti ons suggest 
that most errors are unsystemati c. Overall, the model 
is reliable and provides accurate forecasts of CO₂ 
concentrati ons (Nagendrakumar et al., 2021).

Table 03. Forecast of 2023, 2024 and 2025

Year Forecast 
value

Actual 
value

Percentage 
error (%)

2023 419.5 419.3 0.048

2024 421.8 - -

2025 424.2 - -

The last step is to predict the future values using 
the ARIMA (1,1,1) model. Using the AR and MA 
components, the CO2 concentrati on for 2023, 2024 
and 2025 was forecasted as in the table. The small 
diff erence and percentage error (0.048%) for 2023 
suggest that the ARIMA model used for forecasti ng 
is accurate for this ti me series data. The percentage 
errors for the training set (1979 to 2022) vary 
between -2.415% and -0.224%. Overall, the model 
showed an increasing trend in future values with 
respect to 2022.

Conclusion

In conclusion, our study aimed to model and predict 
CO2 concentrati ons over ti me using two stati sti cal 
approaches: a linear regression model and an ARIMA 
(1,1,1) ti me series model. The linear regression model 
showed a strong linear relati onship with an R-squared 
value of 99%, indicati ng a good fi t with historical 
data. However, its assumpti on of a strictly linear 
relati onship limits its accuracy for future predicti ons, 
as it does not account for potenti al changes in trends 
over ti me and the percentage error is higher.

To address these limitati ons, we used an ARIMA 
(1,1,1) model, which bett er captures the underlying 
patt erns and fl uctuati ons in CO2 concentrati ons. This 
model includes autoregressive and moving average 
components, and diff erencing to ensure stati onarity, 

making it more robust for future predicti ons by 
considering temporal dependencies and trends.

In summary, while the linear regression model 
is eff ecti ve for explaining past data, the ARIMA 
(1,1,1) model provides a more reliable method for 
forecasti ng future CO2 concentrati ons. This highlights 
the importance of selecti ng appropriate modelling 
techniques based on the analysis purpose, with ti me 
series models like ARIMA being bett er suited for 
future predicti ons.
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