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Abstract In the design of service robots, a key research fo-
cus has been on Human Robot Interaction (HRI) required in
service applications. HRI is one of the critical factors that
determines the acceptability of a service robot. The user ac-
ceptance of a service robot and its applications is highly re-
lated to HRI, as HRI affects the user perception and user
experience related to the robot. In this paper, a new de-
sign approach is proposed for designing and implementing
HRI for service robot applications designed for real sce-
narios in the real-world environment. The objective of this
design approach is to facilitate inter-disciplinary collabora-
tions, which are essential for HRI research and for develop-
ing successful products. The proposed design approach was
used in the design of the healthcare service robot “Cafero”
developed at the University of Auckland in collaboration
with the Electronic and Telecommunication Research Insti-
tute (ETRI) and Yujin Robot Company Ltd. of Korea. Vital
signs measurement, medication management, entertainment
and falls detection were implemented as service applications
of Cafero.

In the design process, UML and UMLi modelling dia-
grams were used to model the robot’s multi-modal and in-
teractive behaviour. Interaction design patterns were defined
to represent recurring interactions or social cues in HRI us-
ing UMLi notations. The proposed design approach empha-
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sises an iterative process to allow discovery of additional
HRI requirements in the early design stage and to implement
through Component-Based Software Engineering (CBSE).

The design of communication initiation and user identi-
fication by Cafero is presented as a case study, in order to
evaluate the proposed design approach. In this case study,
enabling a service robot to act proactively to the presence
of a potential user and identifying the user prior to provid-
ing healthcare services is presented. For the implementation,
Open-RTM component-oriented framework was used.

Keywords Human-robot interaction · UML · UMLi ·
OpenRTM · Social cues · Vital signs monitoring ·
Healthcare robot · Service robot · User identification · Face
recognition · Communication initiation · Case study

1 Introduction

With recent advances in computer, sensor and software tech-
nologies, robotics has become a potential solution to var-
ious fast rising demands in the society. As a result of the
rapidly growing older population, a huge demand for social
and healthcare services has arisen, especially in developed
countries [32, 33]. This demand has motivated the initia-
tion of many research projects in the area of personal ser-
vice robotics and related disciplines for helping daily lives
of the aged population. The main common objective of this
research is to improve the quality of life (QOL) of older peo-
ple by assisting them to stay independent or with their fam-
ilies as long as possible, without being admitted to an aged
care facility. Another common objective is to help people
with disabilities using robotic technologies.

In the current research, the development of service robot
applications can be identified in the following areas:
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– Physical assistance: Grasping objects, lifting people, op-
erating existing household appliances such as microwave
ovens and rehabilitation/training of human limbs are ex-
amples [11, 13].

– Cognitive assistance: These applications are usually inte-
grated with healthcare applications, to enhance the con-
tinuity of healthcare provisioning and prevention. Vi-
tal signs monitoring, medication management, and smart
homes equipped with sensor networks are examples [20,
31, 40, 47].

– Social interfaces: These are the applications that allow
older people to communicate with their relatives, doctors
and caregivers [35].

– Companions: The applications and robots that can pro-
vide a feeling of companionship for older people and en-
courage social interactions [6].

Unlike human-computer interaction (HCI), which re-
quires users to adapt to computer user interfaces often based
on the mouse and keyboard inputs, service robots must com-
municate and interact with human counterparts via more
natural modalities, such as verbal and non-verbal modes,
which have to be interpreted in a social context. Design,
modelling and implementing human-like HRI are challeng-
ing research problems. These issues are especially impor-
tant in the context of older people with less technical ex-
posure, and often with deteriorated learning capabilities and
decreased cognitive abilities. Typical HRI requirements of
a service robot include two basic human perceptions: i.e.
(i) awareness of human presence and (ii) detection of so-
cial cues such as eye gaze direction and body movements.
During an interaction, a robot should respond with cues, to
which a human can attribute “anthropomorphic” characteris-
tics, thus enabling the human to understand those cues [14].
In addition to that, at a higher level of abstraction, robots
need to be able to closely follow the human cognitive pro-
cess to have a common protocol with the human partner, in
order to establish a successful interactive session.

As different software technologies for robotic applica-
tions become mature, modularised and readily usable, there
are increasingly more HRI developers and designers inter-
ested in integrating those software modules in robotic ap-
plications [17]. Software modules for robot vision, speech
recognition and speech generation are some examples. Inte-
gration of different robot perception modalities is essential
and critical for achieving multi-modal and natural human
robot interaction and communication with a service robot.

The Healthbots project is a research collaboration be-
tween the University of Auckland/Auckland UniServices in
New Zealand, with ETRI and Yujin Robot Co. Ltd., in South
Korea [7, 8, 22, 28, 46]. As shown in Fig. 1, the target robot
platform is the “Cafero” robot from Yujin Robot Co., with
its form factor specifically designed for services in public
spaces such as common rooms, lounges, waiting rooms or

Fig. 1 The target robot platform

foyers in retirement villages as well as private spaces in per-
sonal rooms, apartments and homes. The project targets four
main healthcare applications that have potential benefits to
the older population. They are vital signs monitoring, falls
detection, medication reminding and location monitoring.
Falls detection requires the robot to attend to a fallen per-
son upon detection of a fall signal through a sensor network
whereas medication management requires the robot to visit
older people in their rooms at certain medication times, ac-
cording to their doctor’s instructions, and prompt them to
take their medications.

For the case study described in this paper, the vital signs
monitoring service is the target service application and it
provides the context for the case study. In this service, the
robot’s purpose is to encourage and help older people to
take their vital signs regularly, typically in their own rooms,
apartments, homes, or in a public area. The vital signs ser-
vice on the robot aims to promote long term health mon-
itoring among older people to help them stay independent
longer. In addition, regular measurements and monitoring
of a patient’s vital signs helps doctors to provide continu-
ity of care and to better manage patient health by detecting
health concerns at an early stage [44]. For example, regu-
lar blood pressure measurements can assist a doctor and a
patient with hypertension to work together to manage medi-
cation and give advice on life style changes [12].

The vital signs application development is an intersec-
tion of healthcare, robotics and aged care. Therefore, the
Healthbots project, like many other HRI projects, requires
interdisciplinary collaboration among experts from a wide
range of disciplines including robotics, software engineer-
ing, human-computer interaction, psychology, and cognitive
and health sciences. As pointed out in recent HRI research,
there is a strong need for a unified methodology or design
approach to facilitate communication between these diverse
experts [10, 19, 25, 49]. Furthermore this design approach
or methodology should also allow robot applications to be
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designed from the outside-in by domain experts who are not
from engineering backgrounds.

In this paper, a new design approach is proposed to sup-
port a collaborative multi-disciplinary group in designing
HRI application scenarios. It helps designers to model a
robot’s behaviour in an application, and to discover hid-
den requirements during the design stage. The common HRI
requirements identified for the robot described in this pa-
per are communication initiation, identifying users and then
providing users with required services. The new approach
will be illustrated by solving these requirements in a case
study. One focus of our design is to enable the robot to au-
tonomously detect the presence of a potential human user
and take the initiative to start an interaction with the user.

Section 2 presents the steps of the design approach. Sec-
tion 3 demonstrates the new design approach by presenting a
case study. Section 4 presents the implementation details of
the application used for the case study. The evaluation of the
design approach is discussed in Sect. 5 and the conclusion
is presented in Sect. 6

2 Proposed Design Approach

2.1 Design and Modelling in UML and UMLi

Free-form and Unified Modelling Language (UML) dia-
grams are the two most commonly used modelling tech-
niques for describing software structure in a multidisci-
plinary group [49]. The advantage of using a free-form dia-
gram is that it requires almost no prior knowledge of any
modelling techniques from the designers and is therefore
suitable for a multidisciplinary team. As the very first step
of the design process, a free-form storyboard technique is
utilised to visualise interactive behaviour of a system as a
sequence of illustrations [48].

In the field of software engineering, UML is an industrial
standard defined by the Object Modelling Group (OMG)
and has been successfully applied for analysing and de-
signing large object-oriented software systems and struc-
tures [15]. It includes a large variety of graphical notation
for visual representation of different aspects of a software
system. UML diagrams can be roughly categorised into
two sets: structural (e.g. class and object diagrams) and be-
havioural diagrams (e.g. activity and use case diagram). For
example, class diagrams focus on hierarchical relationships
between classes and their operations and attributes whereas
sequence diagrams visualise sequence and timing of pro-
cesses and inter-process messages.

In combination with the storyboard technique, a UML
use case model is communicates top system-level function-
alities. A use case model includes a use case diagram and
a use case description which describe the system function-
alities in the use case diagrams in more details. These two

techniques make up the first step of the process. In design-
ing of a robot service application, the goal of this step is to
encourage a brainstorming process within a group to design
a robot’s main functionalities for a target service scenario.

The next step is to model the required interactive be-
haviour for the target service application. UML’s notations
and diagrams are however more suited to low level con-
trollers than for modelling a robot’s interactive behaviour
with a user, the UMLi extension of UML is more suitable for
our current purpose. There is also a need for additional dia-
grams or notations for interactive task modelling, so UMLi
must be further extended. HRI designers can then concen-
trate on the interaction and communication aspect of robot
behaviour. In the HCI literature, it has also been found that
UML designed interfaces often result in unnatural user inter-
faces and hence bad user experiences [29, 34, 36]. In other
words, designing a graphical user interface for an applica-
tion with UML, for example with class and sequence dia-
grams, does not reveal much relevant information about the
user’s tasks and goals, nor about the look and feel of the ap-
plication; while these matter greatly to the user and can take
the most of the source codes for the application [26]. As a
result, many task modelling tools were proposed to assist
HCI designers in designing and modelling of just the user
interface. These tools are usually model-based development
environments [18, 38, 45]. With the aim to maximise com-
patibility with existing UML and utilise advantages from ex-
isting UML diagrams, Pinheiro [36] proposed UMLi, a min-
imum extension to UMLs. It provides alternative methods to
model interaction objects and tasks and also represent user
interface and behaviour. Instead of using traditional UML
diagrams which does not focus on different aspects of inter-
action, UMLi includes a new interface diagram to allow ab-
straction of interaction objects and represent them through
new notations to UML activity diagrams. It simplifies be-
haviour modelling in user interfaces.

In the field of service robotics, UML has also been a
widely used software engineering tool. However, it has of-
ten been used only when designing low-level controllers for
tasks such as robot navigation and localisation and other
types of controller [21, 25]. The complexity soon gets out of
hand when human-robot interaction is to be modelled in ac-
tual implementation without a proper abstraction, and this is
where a specialised modelling tool such as UMLi becomes
useful. As a minimum extension to UML, UMLi provides a
new set of abstract notations for modelling presentation and
interaction objects in computer user interfaces.

Armato was the first to adopt UMLi in the development
of HRI for an environmental service robot, the Dust-Cart [4].
The motivation was to apply formal modelling techniques
for collaborative design of user interfaces. UML and UMLi
were chosen because of their wide acceptance in indus-
trial applications. In his work, UMLi notations were slightly



446 Int J Soc Robot (2011) 3:443–456

Fig. 2 Proposed design process diagram

modified and extended to better emphasise multiple modal
interaction and task workflow. The Dust-Cart robot aims
to provide environmental information in public places and
touch-screen and speech interaction (both speech recogni-
tion and generation) are the main interaction modalities.
Overall, informative interactive tasks on the Dust-Cart robot
were effectively modelled to allow critical interactive design
issues to be revealed.

Nevertheless, there are disadvantages and limitations to
Armato’s work. First, his work only addressed design and
modelling issues on common multimedia interfaces (e.g.
speech and touch-screen). Whereas many additional tech-
nologies must be included and integrated in the design of a
service robot that is to communicate with older people who
have no computer experience. Technologies such as com-
puter vision, audio signal processing and different types of
sensors such as for gesture recognition. These add to the de-
sign and modelling complexity, especially when real world
robustness and hardware sensors issues are considered. Sec-
ond, the interaction patterns introduced in the work are not
well defined and are hard to reuse because they are task-
oriented. For example, “Choose language” and “Selection”
interaction patterns were used to describe different interface
modalities to make a selection or choose the language of the
interface on the robot. These patterns are not well designed
and cannot be easily reused. One can argue that even the task
“Attract attention” should be decomposed into a few inter-
action patterns for them to be reused because this task may
involve several interaction patterns.

Alexander first introduced the concept of design patterns
in analysing architectural designs [1]. Two main attributes
that define a design pattern are that a design pattern should
describe “the core of solution” to a problem and “you can
use this solution a million times over, without ever doing it
the same way twice”. This concept was applied in the field

of computer science as well to describe reusable software
design patterns [16]. Along the same line of thinking, Kahn
in [23] proposed eight design patterns for social HRI de-
sign based on observations and common interaction experi-
ences. These patterns attempt to describe recurring patterns
in social interactions between adolescents and children and
robots: “initial introduction”, “didactic communication”, “in
motion together”, “personal interests and history”, “recov-
ering from mistakes”, “reciprocal turn-taking in game con-
text”, “physical intimacy”, and “claiming unfair treatment
or wrongful harms”. The humanoid robot “Robovie” from
ATR was used as the research platform.

Setting the right abstraction level for design patterns is
the key to ensure reuse of the pattern and construction of
more complex design patterns. It should be carefully de-
cided and set so it is a fundamental block of HRI. In the de-
sign approach, we propose to set the abstraction to the level
of “interaction cue” (or social cue) that a robot can perceive
and act upon or express in an interaction. These cues can be
verbal, non-verbal or a combination of both (multi-modal
interaction). One HRI designer can instantiate an interac-
tion cue-based design pattern in a slightly different way in
an episode of interaction. And a complete episode of inter-
action should be constructed through composition of inter-
action cues with some common patterns repeated over the
course of the interaction, e.g. awareness of human presence.

2.2 Design Process and Steps

The novelty of this design approach is that it provides HRI
designers a way to model a robot’s task and the HRI involved
based on interaction cue-oriented design patterns. The next
step after describing system functionalities through use case
modelling, UMLi notations for interaction and activity dia-
grams are utilised for modelling of interactive behaviour of
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a robot. Through UMLi activity diagrams, the control flow
of the robot’s actions is visualised with a notion of state as
well as temporal dependencies between interaction states.
Parallel actions/perceptions for multi-modal interaction are
also possible. In addition to modelling, the design approach
(the second part of the process) aims to facilitate mapping of
design patterns to implementations, through the use of HRI-
related software technologies e.g. laser leg detection. The
design process steps are as follows:

Step 1: Initial design and requirement analysis

1. Visualise interaction scenarios in the target service ap-
plication through free-form storyboard diagrams.

2. Define the main functionalities required for the scenario
in UML use case diagram.

3. Describe and develop the UML use case in detail
through a use case diagram and an accompanying use
case description.

Step 2: Model robot’s behaviour in details

1. Define robot’s behaviour further in more detail.
2. Model in UMLi activity diagrams and devise or reuse

interaction patterns for visualising the robot’s interac-
tive behaviour.

Step 3: Identify basic HRI requirements

Discover and identify fundamental HRI requirements and
supplement them to the use case scenario description.
These requirements should be decomposed to the level of
interaction cue or social cue.

Step 4: Make design decisions and assumptions

1. Analyse each HRI requirement found to determine its
priority and how critical it is to the successful delivery
of the robot’s service.

2. Make assumptions for non-critical requirements and
narrow down the use cases if necessary to reduce re-
quirements.

Step 5: Design interaction patterns

1. Select HRI-related algorithms for integration.
Multi-modal perception and expression is always more
robust and better.

2. Design interaction patterns to solve each HRI require-
ment by matching the functionalities of chosen algo-
rithms.

3. Define new interaction pattern if a new solution is de-
signed.

Step 6: Test and identify limitations of HRI modules

Evaluate each selected HRI module extensively to find
out its advantages and limitations. Context of use and us-
ability of the chosen technologies and algorithm should
be emphasised as well as their performance in terms of
speed and efficiency. Similar approach as potential solu-
tions should also be considered at this stage.

Step 7: Reiterate if there is any new requirement

1. Limitations found from testing may generate new re-
quirements. Go to Step 4 to analyse new requirements
and repeat Step 5 and 6.

2. Otherwise continue to Step 8.

Step 8: Implementation

If there is no new requirement, carry on to implementing
the design.

In the case study, three interaction patterns were added
to represent the awareness of a user’s presence and user’s at-
tention to the robot’s screen and robot’s reciprocal actions to
show attention back to the user (greeting and centre its body
to user). An example illustrates issues and solutions better,
the second part of the process will be introduced through a
case study in the next section.

3 Use Case Study:

3.1 Communication Initiation for Interaction Engagement

From the point of view of communication, the support and
assistive nature of vital signs monitoring and medication re-
mindering services make them very different from profes-
sional medical services. The interaction between these robot
services and the humans is very much deviated from the typ-
ical professional-client interaction involved in professional
medical services. For example, in primary healthcare ser-
vices, a patient has to approach a general practitioner (GP)
or a medical centre in order to access any medical help or
care. That means, when using these traditional services al-
ways the patient has to take the initiative to start the inter-
action. However, support and assistive services such as vital
signs monitoring on a robot are designed to proactively get
users engaged and provide services [39]. In another words,
the robot must take more responsibility in the process of
initiating an interaction with a user and fulfilling the user’s
needs. In certain ways, it is similar to reference services such
as a librarian service. Some older people may be able to (or
prefer to) manage their own health and medication, but the
services would give support to people who are not confident
or do not have the cognitive capabilities to do it themselves.

This particular aspect of communication in service de-
livery was investigated in a study which analysed the role
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of non-verbal communication in user’s decision to initiate
and use the librarian service in an academic library [39].
From this study, a librarian’s verbal and non-verbal be-
haviours showing initiation and availability through eye con-
tacts, body orientation, stance and explicit verbal messages
were found to be critical in a user’s decision to approach
a librarian. This initiation behaviour is especially important
for users who may be unsure of their abilities (librarian and
computer abilities) and also have assumed a passive role in
using librarian services. This finding provides better under-
standing on how to engage with a human user. A robot’s
behaviour of observing older people and then initialising an
encounter is an important factor for successful delivery of
services to people who may not be confident with new tech-
nologies [30].

In previous work, Satake et al. investigated path planning
strategies to capture attention and initiate interactions with
users in a public shopping mall [41]. The developed robot
is capable of stopping in front of a user walking through a
hall and expressing its attention by orienting its body and
head toward the user. The user’s intention in terms of desti-
nation and current position is estimated by behavioural clas-
sification of the user’s walking trajectory. Targeting HRI for
starting an interaction, Pitsch et al. in [37] and Bruce et al.
in [9] studied timing and control of a robot’s verbal utter-
ance and non-verbal behaviour for engaging a user in very
short interactions. In the former case, face detection, non-
verbal gesture and head movement and speech were used to
engage a user for a brief introduction about a painting in a
museum; a pet robot was used. Whereas, in the latter case,
a laser leg detection, a virtual face, body movements and
speech were used. Similar to these previous studies, the case
study presented here modelled robot initiation behaviour in
a stepwise manner. In addition to that, the case study in-
cludes face identification, which is fundamental for starting
a conversation in human-human interaction [37].

3.2 User Identification for Personal Service Delivery

Healthcare services such as medication reminding are per-
sonal and usually involve transactions of personal health
information. They impose high requirements on security
and maintaining privacy of sensitive information. There-
fore, user identification and verification is an essential step
in most healthcare services. In our application design, face
recognition technology was chosen for natural and human-
like interaction. In the commercialisation stage of service
robot technology, other biometric technologies such as fin-
gerprint recognition for unique identification and verifica-
tion will be integrated. Face recognition technologies allow
reasonable accuracy in identification for the user study [51].

In the case study, the design of HRI aims to enable a robot
to autonomously detect the presence of a potential user and

Fig. 3 Storyboard of the target application scenario

start interacting with the user by taking an initiative. If the
user expresses interest in using robot services by responding
to the robot’s prompt, then, as the next step, the robot tries to
identify the user. In designing the user identification phase,
we took a different approach from widely used approaches
in commercial products. In most commercial applications
such as notebook computers with face recognition technolo-
gies, users are supposed to place their faces in the middle of
the camera view by adjusting themselves. In our approach,
we removed this constraint, since a robot user may not al-
ways be sitting in front of the camera. Unlike most commer-
cial products, users do not have to initialise the face recog-
nition phase. The robot takes the control of the interaction
to initialise the identification phase and identifies the user
through face recognition in a way that is fast, natural and
transparent to the user. This design is an attempt to make
this identification process as natural as possible, mimicking
the process followed by humans; i.e. subconsciously recog-
nising faces of people they have met without a direct identi-
fication interaction with the other person.

3.3 Storyboard, UML Use Case and UMLi Design

For collaboration on robot design, a storyboard of the com-
plete robot service application scenario for vital signs mon-
itoring was circulated at the initial design phase, among all
the domain experts involved in the project, who are from
different backgrounds. Figure 3 shows one of the very first
scenario designs for communication initiation and user iden-
tification. As shown in the diagram, the robot was designed
to detect the user presence through four different interaction
modes; i.e. touch detection, face detection, leg detection and
direct user inputs via the touch screen. The robot initiates
interactions with users upon detection of their feet and head
or when users touch the robot’s screen. Upon receiving the
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Fig. 4 Use Case Diagram for robot

user’s confirmation, it carries on to identify the user and start
the vital signs service.

The UML use case model depicts the basic functionali-
ties required of the robot. The model resulting from use case
analysis is shown in Fig. 4 and the main use case is simpli-
fied and described below. The actor (user) of the system is
an older person. The following list is the description of the
use case as part of a use case model.

1. The use case begins when a user comes near to the robot
and could be detected by the robot.

2. If the robot sees either the user’s face and legs, it gives ac-
tion feedback including centring its upper body and tilt-
ing its screen to a better angle to the user’s face.

3. The robot prompts the user with a New Zealand related
trivia question.

4. If the user indicates his intention to try the robot by
answering the robot’s trivia question, the robot tries to
recognise his/her face through its camera

5. When face recognition result returns, the robot prompts
the user “are you (name)?” or “are you one of these peo-
ple, (names of the 3 top candidates)” and asks the user to
confirm.

6. If there is a time-out or the user rejects being the identi-
fied person, the robot falls back to ask the user to iden-
tify him/herself by entering his/her name on a keyboard
on the touch screen. This use case ends when the user
confirms his/her identity.

The UMLi activity diagram in Fig. 5 visualises the
robot’s behaviour and its concurrent process for multiple
modal interaction. In the behaviour, two activities run in
parallel: face recognition and speech/touch screen interac-
tion which emulates the human cognitive process in com-
munication, engaging in a conversation and identifying the
conversing partner at the same time. To include the robots’

new capabilities on perceptions and physical actions, more
interaction patterns were defined in addition to the basic
“inputters” and “displayers” defined in [4]. Three additional
interaction patterns were defined. They are

1. User’s presence detected—a fundamental interaction cue
(hence design pattern) as the basis to initiate, continue on
with or end an interaction.

2. User’s attention to the robot’s screen—provides the time
instants when the user is looking at the robot. It was de-
vised to combine with the interaction pattern to recognise
the user by face. In addition, this pattern can be extended
by time modulation. For example, the frequency and du-
ration of the instants when user’s attention was detected,
can provide useful information on the user’s engagement
and other status such as the user’s intention if integrated
with other perception modules.

3. Pay attention—designed to show attention back to the
user to establish further communication with a potential
user whose leg is detected through laser or faces has been
seen.

The robot’s perception of the user’s attention and time
looking at it, is computed by a combination of user input on
the touch screen and information about the user’s face lo-
cation and size detected by the camera. The user’s presence
around the robot is through a combination of input from face
and leg detection. “Pay Attention” by centring on the user
was created to show the robot’s action upon detection of the
user’s face toward the robot. These are shown in the inter-
action container (cylinder) in the diagram. Groupings of the
patterns (e.g. “Pay Attention” under “Human presence de-
tection”) represent exchanges of interaction cues between
robot and user.

3.4 Iterative Process to Find Additional Requirements

Despite the recent advances in computer algorithms and
technologies for HRI, still there are practical difficulties in
using these technologies on a robot in real environments.
First, an algorithm’s description does not necessarily mean
or represent what it can actually do and there are numerous
conditions to apply it in real situations and realise its full
advantage. There are inherent limitations in each software
algorithm and technology and they can be critical if the de-
livery of a robot’s service is dependent on it e.g. attract at-
tention and engage a potential user. These conditions can be
due to the type of sensor or feature used in a detection algo-
rithm. For example, if the leg detection algorithm described
in [50] is to be used for HRI in real environment conditions,
inherent sensitivity to the environmental noises in laser sen-
sors, the practicality of approximating legs as arcs and other
things have to be considered. Secondly, a single algorithm
does not suffice. A simple real world application requires
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Fig. 5 Activity diagram with new HRI interaction patterns using UMLi notations

an integration of several software algorithms and technolo-
gies. A number of algorithms are required before a short
and successful interaction scenario can be constructed on
a robot. Due to these reasons, a number of different algo-
rithms and technologies were tried out and briefly evaluated
at the early design stage of this case study. The aim was not
to benchmark them for comprehensive comparison between
algorithms but to briefly evaluate them for their suitability
in a general service scenario as well as their operation and
performance in real environment.

For this purpose, the list of elements of a design pat-
tern defined by Spool for interface design patterns in web
applications serve as a good guideline for evaluation [43].
This list includes elements such as pattern name, descrip-
tion, context of use, where used, how it works, co-requisites,
related patterns, competitive approaches and more were de-

fined. For evaluation of HRI-related software technologies,
the following 3 items were found to be particularly useful:

– Context of use.
– Co-requisites.
– Usability result and user feedback.

In the context of HRI design, “context of use” and “co-
requisites” of a interaction cue based design pattern tell a
designer whether it is suitable for the interaction being de-
signed and the conditions under which the robot has to work.
There are normally several environment conditions that have
to be controlled for an algorithms to work and perform as
intended. If an interaction cue is constructed from integra-
tion of several algorithms, operation conditions from them
have to be clearly specified under the context of use or as
co-requisites for successful design. Inclusion of usability re-
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sults and user feedback from previous tests or evaluation
back into design would enhance the iterative design process
needed in HRI. It is essential to discover as many conditions
and limitations as early as possible before implementation
to bring algorithms and HRI related technologies into use
and application in real environment. These conditions may
impose additional requirements, therefore must be consid-
ered in the design and then solved or described as a use case
condition.

3.4.1 Supplementing to Existing List of HRI Requirements

Step 4 to 7 in the design process (Fig. 2) aim to help HRI
designers to fulfil the requirements resulting from the first
3 steps. By selecting appropriate HRI-related technologies
and making necessary design decision and assumptions to
match requirements to available solutions; design from a
top-down approach (modelling) can be mapped and trans-
lated to functionalities provided by HRI-related algorithms
and software technologies.

In the case study, a list of fundamental HRI requirements
was produced as a result of UML and UMLi models from
the first part of the design process (Step 1 to 3). See below.

To initiate an interaction with a potential user and identify
him/her sitting or standing in front of the robot, the robot has
to have the abilities to:

1. Detect that there is a user near the robot.
2. Detect that a user is standing or sitting down in front of

the robot.
3. Search and detect where the user’s head/face is in the

camera view.
4. Detect whether the user is looking at the touch screen.

(a) Detect the user’s head orientation to the camera. *
5. Recognise the user by unique features on his/her face.
6. Save the user’s images and register the user to the

database.
(a) Detect whether the user has left. *
(b) Track the user’s face. *

Notes: *—Additional requirements
The face detection and recognition algorithm from ETRI

was chosen as the main algorithm in the design. It was eval-
uated, and tested with results detailed in the next section.
From the test, it was found out that the accuracy of the face
recognition algorithm is largely dependent on the angle of
the user’s face to the robot’s camera. Items 4a, 6a and 6b
were supplemented in consideration of the major limitations
and conditions of the algorithm when applied in real envi-
ronment.

Requirements 4 and 5 were satisfied by the face detec-
tion and recognition algorithm, which however depends on
requirements 2 and 3 to give meaningful results. For require-
ments 1, 6a and 6b, a motion detector and face tracker as

well as other simpler solutions were considered, to avoid is-
sues that may arise from the user leaving and entering during
an interaction. Requirement 2 could be solved, since the face
detection has reasonable tolerance to a range of face angles
and the robot is capable of panning and tilting. The third
requirement is probably the most critical as it affects the ac-
curacy and hence usefulness of the user identification ser-
vice. There was no head rotation detection algorithm avail-
able. The first solution was devised under the assumption
that the user will at least look at the screen during his/her in-
teraction, and then the robot could take some good pictures
of the user’s frontal face during these times, which corre-
sponds to the detected face size during an interaction. It was
tested to be ineffective. The second solution was proposed
to combine with another interaction mode. Integration with
the touch-screen mode was found to be a better solution later
through a short user study and it utilises the advantage of the
robot’s form factor that the camera is mounted together with
the robot’s pan/tilt touch screen. Whenever a user interacts
with the robot through the touch screen, there is an short
instant of time during which they have to look at the robot
by nature. The assumption that most people focus on the
robot’s touch screen whenever they interact with the robot
was tested to be valid later, a fixed angle of users’ frontal
faces could be captured for improving the accuracy of recog-
nition.

4 Implementation

The service application was implemented on a robot plat-
form “Cafero” (shown in Fig. 1). The robot hardware con-
sists of a differential drive mobile platform, two single-
board computers, sonar sensors, a microphone, speakers,
a touch screen mounted on an actuated head and a cam-
era. The overall system diagram of the final implementa-
tion is shown in Fig. 6. A message server is in the centre of
the software framework on the proprietary robot platform. It
handles and redirects XML-formated messages from upper-
level applications to allow control and coordination of the
hardware such as the actuators and motors in the robot. Most
of the HRI technologies are implemented through the Open-
RTM middleware.

4.1 OpenRTM—Robot Technology Middleware

OpenRTM-aist is a robot technology middleware frame-
work implementing the OMG RT-Component specification
and developed by the National Institute of Advanced Indus-
trial Science and Technology in Japan (AIST). With vision
to support rapid development of life support service robot
applications, OpenRTM promotes component-oriented soft-
ware engineering to encourage modularisation and reuse
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Fig. 6 Overview of the
complete system
implementation

Fig. 7 Simplified data-flow diagram of the HRI system implemented in OpenRTM middleware

of robot’s functionalities and provide a flexible distributed
framework for system composition and interoperability be-
tween different OS and communication protocols [2, 3, 42].
The robot system resulting from the design was imple-
mented through the OpenRTM development tool chain.

4.2 HRI System in OpenRTM

As shown in Fig. 7, the complete system is composed of 10
components. Due to limited processing power on the robot,
an additional remote PC is networked with the robot for the
image processing resources required. Four components were
used for image streaming across the network, responsible

for four stages of image streaming: image capture, image
compression, image decompression and image display. This
model of distributed computing is the intended deployment
where many robots communicate with a central, powerful
server. One component was developed to perform image ro-
tation as the camera on the robot was rotated to allow a wider
vertical view to accommodate to older people sitting on a
sofa with lower height.

The face recognition algorithm developed by ETRI was
encapsulated into a single component and a separate con-
troller was developed to automate and control the sequence
of face detection, face recognition and face registration for
user identification required in the scenario. As shown in
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Fig. 8 a finite state machine was implemented in the com-
ponent. Touch screen input is monitored through another
component that calculates frequency and duration of a user’s
touch.

The duration of user’s input is used with the ETRI face
recognition component for detection of the user’s attention
duration to the robot’s screen. The face recognition mod-
ule uses images captured during the instants when the user
touches the screen, to capture the user’s frontal face images,
in order to improve recognition accuracy. Two additional
wrapper components are used to translate message format
and data type in between the OpenRTM components and
the hardware controllers on the Cafero robot platform. The
components translate XML-formatted messages for commu-
nications to monitor and control the robot’s hardware and
other functionalities including mapping and navigation.

The main interaction modes of the robot system are the
touch screen plus verbal speech and the face recognition sys-
tem that run in parallel on the robot and a remote PC. The
face detection and recognition algorithms used in this de-
sign are provided as dynamic linked libraries (DLLs). The
algorithms uses gamma intensity correction (GIC) method
and is reasonably robust to illumination changes in the en-
vironment [24]. The face detection is able to detect a per-
son’s face robustly against head rotation up to about 30 de-
grees to both sides. This advantage however is traded-off
during face recognition. The face recognition algorithm’s
confidence and accuracy are very much dependent on head
rotation and drop significantly when the person turns his or
her head more than about 10 degrees to the sides.

The GUI on the robot’s touch screen was implemented
in Adobe Flash and Actionscript. To facilitate customisation
and on-site modification of the GUI for the user, Action-
script was used to automate the process of creating flash
screens and buttons and texts on it from an XML script.
Through this automation, designers were able to focus on
the application flow of the user interface rather than other
details on the GUI such as pictures and buttons.

It was tested with both the students and staff in the
Healthbots project in the University of Auckland and was
later deployed in a retirement village in New Zealand for a
user study. The robot was tested in private apartments for
personal use and also a public foyer. The result of the study
will be separately reported.

5 Discussion

In this paper, a design approach is proposed as an attempt
to model and design HRI which is inherently of high com-
plexity if human-like interaction is to be achieved. In this re-
spect, design concepts and methodology for task modelling
(UML and UMLi) and designing software system (design

Fig. 8 Simplified finite state machine implemented for face recogni-
tion sequence control

patterns) in the field of HCI were borrowed and applied.
As a demonstration, the approach was used and applied to
improve interaction between the “Cafero” robot (by Yujin
Robot Co.) and users. The implementation resulting from
the case study enabled the robot to actively prompt and
start interaction and its service instead of passively wait-
ing for the user to initialise by pressing a start button on
the robot [27]. Compared to the previous work done by the
author in [27], this paper gave more focus to translation of
HRI design to actual implementation (connection between
the first and second part of the design process). It is pro-
posed to design HRI in units of interaction cues and the au-
thor argues that this level of abstraction is better than previ-
ous approaches [23] because it facilitates mapping to imple-
mentation with current software technologies e.g. computer
vision. As the next step, the robustness and effectiveness of
the interaction design patterns for perception/expression of
natural interaction cues should be evaluated. The result will
feedback to the existing design to allow better HRI and in-
teraction experience.

As was intended in the design, the HRI system imple-
mented for the case study was used for other health care
service applications in the Healthbots project including the
medication reminder and management services [22, 27].
During application of the design approach in these develop-
ments, several limitations were found. Some aspects of HRI
are not visible in the modelling diagrams used in the design
approach and are critical in user experience and acceptabil-
ity. For example UMLi activity models are very limited in
visualising timeliness of the robot’s expression or physical
actions upon detection of an interaction cues. Although tem-
porary dependency between interaction states could be visu-
alised, issues on time-out on face recognition and the wait-
ing time for recognition result (described in Steps 4 and 5 in
use case description) could not be emphasised as we wished.
From our observations and video analysis in the past trials,
the older people are sensitive to the timing of the robot’s
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feedback through verbal utterances and visual display [37].
Longer than the usual timing between a human-human in-
teraction does affect their interaction experiences. This also
points out the role of expectation in HRI. A more satisfying
HRI experience can be achieved if user’s expectations dur-
ing an interaction can be met or adjusted by the robot’s ex-
pression of its internal status and intention [5, 28]. However
some of these design issues are sometimes revealed only
through user study and evaluation with its intended users.
In this respect, the importance of completing the loop from
design to implementation to evaluation and design iteration
to incorporate user feedback back to the design should be
emphasised.

The robot’s application logic to instruct and take users
through measurements of their vital signs with different de-
vices is inherently synchronous, i.e. there is a sequence of
steps that the robot follows to show, instruct and take users
to take their vital signs. In the current implementation, it
is run concurrently with the perception and action mod-
ules in the system such as speech recognition, speech syn-
thesis and face recognition and it was found mandatory to
devise handshaking protocols for any communication be-
tween these concurrent processes and the main application
logic. In another words, the main application will require
synchronous service requests and responses to/from these
processes in order to give timely responses to the user.

One common goal of component based software engi-
neering (CBSE) is to maximise reusability of existing soft-
ware technologies by enforcing a strict encapsulation model
to modularise robot functionalities. This very concept be-
hind CBSE facilitates design and development of interac-
tion design patterns for HRI. The core idea presented in this
paper is to decompose HRI into interaction cue-oriented de-
sign patterns and then compose again interactions by imple-
menting or reusing design patterns on a component-based
framework such as OpenRTM [42]. This approach is differ-
ent to common approaches that decompose and build robot
system into components by functionality. One of the our fu-
ture directions is to develop a methodology to evaluate and
validate developed interaction design patterns. This will in-
form how perception or expression of interaction or social
cues can be better built for efficiency, robustness and hence
natural user interaction.

For healthcare services that require unique user identifi-
cation, the face recognition in the implementation does not
have the verification functionality that is needed. The high
accuracy required to achieve unique identification and veri-
fication, could only be satisfied through unique recognition
devices such as palm print recognition. However, an accu-
rate face recognition algorithm does have the potential to be
used for increasing the robot’s interactivity and making the
interaction more engaging, and for enriching the user’s ex-
perience. Unlike other biometric devices that require users

to conform to a certain procedure or form factor, the face
recognition in this design could be used to generate events
such as “oh I just saw you this morning” when the robot
sees the person the second time in the afternoon. If these
asynchronous social cues can be added to an interaction ac-
cording to the context the robot is in, they could enrich HRI
significantly.

6 Conclusion

In conclusion, a new design approach was proposed, de-
scribed and demonstrated through a vital signs monitoring
service application on a robot Cafero. This design approach
helps researchers and designers involved in HRI design to
(a) model a robot’s multi-modal interactive behaviour to
reveal critical design errors or clarify necessary assump-
tions to make a target robot service application possible,
and (b) decompose and match interaction requirements to
interaction cue based design patterns. An iterative process
is used to evaluate chosen HRI-related algorithms and then
find out additional requirements for implementation of the
design patterns. As a case study, the complete development
of a robot’s interactive behaviour to initiate communication
with a human user and perform user identification was pre-
sented from design to implementation.

For the HRI design in the case study, three new interac-
tion patterns were designed and implemented for the aware-
ness of a user’s presence around the robot, a user’s attention
to the robot’s screen, and the robot’s expression to show
its attention to user. These interaction patterns for percep-
tion and expression in an interaction are multi-modal by na-
ture and were built through composition of components in a
component-oriented framework OpenRTM. Future work is
planned to expand the existing set of interaction design pat-
terns to compose meaningful interactions of longer length
and validate the existing interaction design patterns to im-
prove their robustness, efficiency and user experiences.
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